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Abstract

The rapid increase of electronic health records (EHRs) brings
possibilities for applying deep neural networks to improve
healthcare. However, EHRs are difficult to model due to com-
plex data properties, such as missing value, data scarcity in
multi-hospital systems, and irregularity in multimodalities.
How to tackle various issues in EHRs for improving medical
prediction is challenging and under exploration. I separately
illustrate my works to address these issues in EHRs and dis-
cuss potential future directions.

Missing value
Different methods are available to address missing value
in EHRs, such as mean value imputation (Acuna and Ro-
driguez 2004), multivariate imputation by chained equations
(MICE) (Buuren and Groothuis-Oudshoorn 2010) and gen-
erative adversarial imputation nets (GAIN) (Yoon, Jordon,
and Van Der Schaar 2018). However, these methods are pre-
formed in the data preprocessing stage to obtain imputed
data which is feed into a classifier for downstream tasks,
ignoring the underlying connections between missing value
and downstream tasks. To fill this gap, we propose a gener-
ative adversarial network (GAN) (Goodfellow et al. 2020)
variant to impute missing value in EHRs with classifier-
guided for improving downstream medical predictions. In
training, the generator imputes missing values and obtains
imputed data; the classifier takes the generator’s outcomes,
models the relationship between imputed data and labels by
joint training with the generator, and outputs estimated la-
bels. The discriminator attempts to identify which value is
observed by taking imputed data from the generator and pre-
dicted label from the classifier. We conducted experiments in
two EHRs and show that our proposed method outperforms
GAIN and MICE consistently for downstream predictions in
different missing ratio scenarios and evaluation metrics.

Data scarcity in multi-hospital systems
Although applying deep neural networks in EHRs has re-
ceived growing attention, data scarcity is prevalent in dif-
ferent hospitals and sub-medical domains (Desautels et al.
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2017). Domain adaptation (DA) is a subcategory of trans-
fer learning, utilizing knowledge from a different but re-
lated large source domain to improve model performance
for a small target domain (Ben-David et al. 2010). DA has
made remarkable progress in computer vision (Csurka 2017)
and natural language processing (Ziser and Reichart 2016).
Prior works (Sun et al. 2019; Khoshnevisan and Chi 2020)
have applied DA to clinical predictions across multiple hos-
pital systems. However, these works only use overlapping
features in both domains, and ignore information provided
by distinct features in the target and source (feature dispar-
ity), which contain the properties of different EHRs and can
be important for prediction performance. In this work, we
aim to fully utilize DA to improve medical prediction on a
small target dataset by leveraging domain-invariant knowl-
edge from another large source dataset with feature dispar-
ity. Specifically, we introduce the private encoding technique
to map domains from different feature spaces into the same
hidden representation space, and utilize pairing sampling
techniques (Motiian et al. 2017a,b) to pair each target data
point to abundant source data points for applying different
DA approaches. We conduct experiments of different DA
techniques on early-stage mortality prediction for trauma pa-
tients in multi-hospital system EHRs with feature disparity.
Our experimental results show that DA techniques with our
proposed methodology improve mortality prediction perfor-
mance consistently and significantly in various training sce-
narios, with F1-scores up to relative 100%.

Irregularity in multimodalities
EHRs are multimodal, containing numerical time series,
which are multivariate irregularly sampled (MISTS) (Shukla
and Marlin 2020) with features collected at both regular
and irregular time points, and clinical notes taken at irreg-
ular time intervals. The complex irregular temporal property
and multimodal structure make modeling EHRs for med-
ical predictions challenging. Prior works (Deznabi, Iyyer,
and Fiterau 2021; Yang and Wu 2021) ignore the irregu-
larity in each modality in multimodal fusion. To full inte-
grate irregularity into multimodal representation learning,
we propose to separately tackle irregularity in each sin-
gle modality and fuse their representations across temporal
steps to improve medical predictions. First of all, inspired
by Mixture-of-Experts (MoE) (Shazeer et al. 2017; Jacobs



et al. 1991), which maintains a set of experts (neural net-
works) and learns a combination of the experts specific to
each input via a gating mechanism, we leverage different
time series embeddings as submodules and dynamically in-
tegrate and obtain gains from them. In addition, we cast clin-
ical note representations with note-taking time as MISTS,
and leverage a time attention mechanism (Shukla and Mar-
lin 2021) to tackle irregularity in each dimension. Finally,
we incorporate irregularity into multimodal representations
across temporal steps by adopting a fusion method that in-
terleaves self-attentions and cross-attentions (Vaswani et al.
2017). Extensive experiments and ablation studies show the
effectiveness of our approaches in every single modality and
multimodal fusion for medical predictions and the impor-
tance of modeling irregularity.

Future direction
For my future direction, I am going to explore potential
topics in bioNLP and multimodal learning. The large lan-
guage models (LLM) have achieved impressive performance
with in-context learning, which solves unseen tasks with-
out any parameter update (Brown et al. 2020) by adding
a few demonstrations as prompts. Recently, a few works
have utilized LLM on several bioNLP tasks (Moradi et al.
2021; Agrawal et al. 2022), but how to leverage LLM in
the biomedical domain is still under exploration. In the next
half-year, I will focus on utilizing LLM to improve biomed-
ical tasks including medical prediction in EHRs.
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